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Abstract: The early detection of Glaucoma is very important to avoid blindness. In this paper, we present 

Glaucoma Detection using Neural Network. This is one of the innovative approaches to detect glaucoma using the 

latest Deep Learning techniques. The proposed method uses the ResNet Convolutional Neural Network to detect 

Glaucoma. Though there are various available techniques to detect Diabetic Retinopathy but nothing of such sort 

can be found for Glaucoma which gives such high accuracy. The given method is implemented in Python with a 

command line interface. Using ResNet we have detected Glaucoma with up to 96% accuracy. 
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I.  INTRODUCTION 

Glaucoma is a chronic eye disease and it damages the optic nerve. Glaucoma is the leading cause of blindness in adults 

above the age of 60 years but can also cause blindness to people between the age of 35-40 years if they have high risk 

factors. High risk factors include Myopia, Hypertension and Eye injury among others. Glaucoma arises when drainage 

canal is partly or completely blocked which leads to the increase in pressure, called intraocular pressure which damages 

the optic nerve - used to transmit impulses to the brain where visual information can be interpreted [1]. If this damage left 

untreated, may lead to total blindness. Therefore, the early detection of glaucoma [2] is necessary. There are two major 

types of Glaucoma - Primary Open-Angle Glaucoma which is most common type and Angle-Closure Glaucoma also 

called Narrow Angle Glaucoma. Glaucoma is the third largest cause of blindness in the world following cataract and 

trachoma which accounts for more than 14% of total blind population [3]. Most of the systems that exist currently are for 

Primary Open-Angle Glaucoma. The proposed system can detect and differentiate between both the types provided if it is 

trained on both the types of images. Many Machine Learning Algorithms exist for detection of Diabetic Retinopathy but 

no such model is available for detection of glaucoma with high accuracy. 

II.   PROPOSED SYSTEM 

The proposed system is based on ResNet50 the latest Convolutional Neural Network. ResNet is arguably the most 

ground-breaking work in the field of Computer Vision and Deep Learning in the last few years. The proposed system 

utilizes ResNet to train on around 240 images and test on 60 images. The reason why we are using ResNet is because of 

its core feature called ―identity shortcut connection‖ which allows it to skip one or more layers as shown in the fig. 1. 

 

Fig 1.  ResNet Architecture 
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III.   LITERATURE SURVEY 

The papers [6][7][8] are available on diabetic retinopathy in which detection of diabetic retinopathy using Neural 

Network is done. The same concept is extended to Glaucoma detection using Neural Network and the system is proposed. 

Various available models utilize AlexNet, VGG-16, Xception, etc. and obtain high accuracy. But the problem is that they 

are inefficient due to their large size and huge infrastructure requirements. The proposed system takes into account these 

shortcomings and generates a model which is efficient in terms of size, requirements and can be easily deployed over the 

cloud and IoT devices. 

IV.   METHODOLOGY 

The methodology of the proposed system is mentioned below. The important steps are data gathering and segregation, 

model training and saving the model and the utilization of saved model for prediction. 

A. Data Gathering 

The data of glaucomatous images is provided by the Pattern Recognition Lab (CS5), the Department of Ophthalmology, 

Friedrich-Alexander University Erlangen-Nuremberg (Germany), and the Brno University of Technology, Faculty of 

Electrical Engineering and Communication, Department of Biomedical Engineering, Brno (Czech Republic) [9]. It 

contains 15 High Resolution Fundus Images of Glaucomic Eye and 15 Healthy Fundus Images. More images can be 

downloaded from Deep Blue RIGA Dataset [10]. 

B. Model Training 

The proposed system uses a minified version of ResNet50 architecture for generating model of Glaucoma Detection. It is 

trained from scratch. Images are first resized to 64 x 64 x 3 (RGB images) and within the 2 classes - glaucomic and non-

glaucomic. ResNet will perform a stacking of 3, 4, 6 with 64, 128, 256, 512 Convolutional Layers. ReLu activation 

function is used between the CONV layers and SoftMax for the final layer. The generated model is saved as 

64x3CNN.model file. Th proposed model utilizes data augmentation for better training. Data Augmentation allows to us 

to rotate, zoom in and zoom out the images to created a better training set. Fig. 2. demonstrates the recall, precision and 

accuracy score of the generated model. 

 

Fig. 2.  Trained Model Metrics 

C. Model Prediction 

For prediction, we first import the model file generated above. We then pass an image as input. The program reads the 

image and using the model file to predict whether the image is Glaucoma Suspect or Not Glaucomic. Fig. 3. denotes the 

flow diagram of the proposed model. 

 

Fig. 3.  Flow Diagram of the proposed model 
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V.   RESULTS AND DISCUSSION 

The following results are obtained by using the proposed model. The input images are 06_g.jpg and 06_h.jpg from the 

standard high-resolution fundus images database available publicly by Pattern Recognition Lab (CS5) [9]. The original 

size of the images is 3540pixels by 2336pixels and it is shown in Fig. 4a and Fig. 4b. 

       

             Fig. 4a.  Input image 06_g.jpg to the system.              Fig. 4b.  Input image 06_h.jpg to the system. 

The output of the above-mentioned input images can be seen in Fig. 5a and Fig. 5b. 

                       

        Fig. 5a.  Output of image 06_g.jpg to the system.         Fig. 5b.  Output of image 06_h.jpg to the system. 

The accuracy of validation is 87% and the accuracy of the proposed method is 96%. The results of the proposed model 

have been validated by an Ophthalmologist and has been found accurate. 

VI.   CONCLUSION AND FURTHER WORK 

The conclusion from the proposed model is that we can use ResNet Architecture to differentiate between a glaucomic and 

non-glaucomic image. The overall validation accuracy of the model is 87% and training and testing accuracy is 96%. The 

model can be improved further by using Reinforcement Learning and by increasing the training and testing data. 
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